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Conceptual congruency effects have been interpreted as evidence for the idea that the representations of abstract
conceptual dimensions (e.g., power, affective valence, time, number, importance) rest on more concrete dimen-
sions (e.g., space, brightness, weight). However, an alternative theoretical explanation based on the notion of po-
larity correspondence has recently received empirical support in the domains of valence andmorality, which are
related to vertical space (e.g., good things are up). In the present study we provide empirical arguments against
the applicability of the polarity correspondence account to congruency effects in two conceptual domains related
to lateral space: number and time. Following earlier research, we varied the polarity of the response dimension
(left-right) bymanipulating keyboard eccentricity. In a first experimentwe successfully replicated the congruen-
cy effect between vertical and lateral space and its interaction with response eccentricity. We then examined
whether this modulation of a concrete-concrete congruency effect can be extended to two types of concrete-
abstract effects, those between left-right space and number (in both parity and magnitude judgment tasks),
and temporal reference. In all three tasks response eccentricity failed to modulate the congruency effects. We
conclude that polarity correspondence does not provide an adequate explanation of conceptual congruency ef-
fects in the domains of number and time.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Recent years have witnessed a strong interest in the possibility that
themental representation of abstract concepts relies in a deep sense on
more concrete concepts (Dehaene, 1997; Lakoff and Johnson, 1999;
Mandler, 1992; Walsh, 2003). Under this view, an abstract conceptual
domain imports structure and content from a better understood, more
clearly delineated, more concrete conceptual domain. For example,
time is understood as physical motion from one location to another, ei-
ther along the front-back axis (Boroditsky, 2000) or the left-right axis
(Santiago et al., 2007). Other examples include power and size
(Sorokowski, 2010), affective evaluation and vertical location
(Crawford et al., 2006) or brightness (Meier, Meier et al., 2004), gender
stereotypes and toughness (Slepian et al., 2011) and numerical magni-
tude and the left-right axis (Dehaene et al., 1993). Such a view suggests
that the mental representation of concepts is hierarchically structured,
such that more concrete concepts are more directly linked to
ental, Universidad de Granada,
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perceptual-motor experiences, and these in turn are used to support
the understanding of more abstract levels (Lakoff and Johnson, 1999).
According to this theoretical viewpoint, the whole human conceptual
structure is anchored to, or grounded in our embodied interaction
with the external world (see Lakens, 2014; Santiago et al., 2011).

An important source of evidence for such a view comes from concep-
tual congruency tasks. In these tasks, bi-polar endpoints of a concrete
and an abstract dimension are factorially crossed. Participants' main
task requires the processing of the abstract dimension (e.g., by catego-
rizing words on their meaning), and the effects of the concrete, task-
irrelevant dimension (e.g., their spatial position on the screen) aremea-
sured. When task-irrelevant cues interact with semantic categorization
judgments, the congruency effect is often interpreted as support for the
idea that people use concrete representations to mentally scaffold ab-
stract judgments. Awell-known example is the Spatial-Numerical Asso-
ciation of Response Codes (SNARC) effect (Dehaene et al., 1993). In a
typical SNARC task, the participant has to make a numerical categoriza-
tion, such as decidingwhether a number is odd or even (a “parity task”),
bymeans of left or right key presses. The response location (left or right)
is the task-irrelevant concrete dimension. The standard result, now
widely replicated, consists in faster categorizations when responding
to a small number with the left hand and to a large number with the
right hand versus using the reverse mapping (for reviews, see Gevers
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and Lammertyn, 2005; Wood et al., 2008). Analogous findings have
been observed for temporal concepts, with better performance when
past is mapped to left and future to right space (for a review, see
Bonato et al., 2012). These congruency effects are often interpreted as
evidence for the use of a spatial left-right line to mentally represent
the abstract concepts of number magnitude and time.
1.1. Polarity correspondence

Interpreting congruency effects as evidence for howpeoplementally
represent concepts has not been free from criticism, both on theoretical
(e.g., Dove, 2009; Kranjec and Chatterjee, 2010; Machery, 2009; Mahon
and Caramazza, 2008; Paivio, 1986) and empirical grounds (e.g., Eder
and Rothermund, 2008; Hutchinson and Louwerse, 2014; Kemmerer,
2005; Santens and Gevers, 2008). One recent alternative account for
conceptual congruency effects is based on the concept of markedness
and the principle of polarity correspondence (Proctor and Cho, 2006;
see Lakens, 2011; Louwerse, 2011; Van Dantzig and Pecher, 2011). Ac-
cording to the polarity correspondence view, concrete representations
of any kind may not be needed to account for many of the published
conceptual congruency effects:mappings between two bi-polar dimen-
sions can emerge based on purely structural features.

The concept of markedness has a long tradition in linguistics
(Greenberg, 1963) and psycholinguistics (Clark, 1969). The two poles
of most conceptual dimensions (e.g., happiness or tallness) do not
seem to enjoy the same representational status. One endpoint, which
we will refer to as the +pole, is used to refer to the whole dimension
(e.g., tall, happy), whereas the other, the −pole, is used to refer only
to itself (e.g., sad, shot). For example, compare the sentence “how tall
is John?” versus “how short is John?”. Whereas the first question does
not presuppose that John's height is in any specific range, the second
question implies that John is short. The +pole is more frequent in lan-
guage and enjoys a processing advantage compared to the −pole
(Clark, 1969). Proctor and Cho (2006), drawing on ideas first put for-
ward by Seymour (1974), proposed that when two ormore dimensions
are crossed in a reaction time task, the final pattern of latencies can be
predicted from the degree of correspondence between the polarity of
the dimensions. When applied to the case of two bi-polar dimensions,
this polarity correspondence principle predicts that there will be a pro-
cessing advantage in those conditions where the two polar signs
match. Because both the marked polarity of dimensions as well as the
principle of polarity correspondence are purely structural features of
the mental representation of conceptual dimensions, a polarity corre-
spondence account of conceptual congruency effects does not require
the postulation of concrete mental representations (Lakens, 2012).

Proctor and Cho (2006) reviewmany different literatures where the
polarity correspondence principle applies or could apply, including
stimulus-response compatibility tasks, picture-sentence matching
tasks, and orthogonal Simon tasks. The latter are central to the rationale
of the present experiment series, so we will describe them in some de-
tail. In a typical orthogonal Simon task, participants are presentedwith a
stimulus in one of two vertical locations (e.g., above or below a fixation
point) and are asked to discriminate the location of the stimulus by
means of a left or right key-press or a leftward or rightward response
with a joystick.2 The basic finding is that people respond faster when
the upper location is mapped onto the right response (and down loca-
tions are mapped onto left responses), compared to an up-left down-
right mapping (see Proctor and Cho, 2006, for an overview). Following
Weeks and Proctor (1990), Proctor and Cho (2006) proposed that the
up-right advantage is due to the polarity correspondence principle,
2 Typical orthogonal Simon tasks differ from standard Simon tasks in that the vertical
location of the stimulus is task relevant, as the participant is instructed to respond to it.
In contrast, in a standard Simon task, lateral location of the stimulus is task irrelevant, as
the participant is asked to classify other stimulus dimension (often colour).
because up and right are the +poles of the vertical and lateral spatial
dimensions.

One central characteristic of the polarity correspondence account is
that polarities are flexible and can be changed by manipulating the
salience or attention paid to each endpoint. This makes it possible to
manipulate polarity benefits experimentally. Oneway to do it is varying
response eccentricity, that is, the lateral displacement of the response
device. Response eccentricity has been shown tomodulate the observed
up-right advantage in orthogonal Simon tasks. When the response box,
keyboard, or joystick is placed to the right of the screen, the up-right
advantage grows stronger. When the response set is located in left
space, an up-left advantage is observed instead (Proctor and Cho,
2003). Proctor and Cho (2003); see also Cho and Proctor, 2003;
Proctor and Cho, 2006; Weeks et al., 1995) suggested that response ec-
centricity changes the saliency of the right and left poles of the lateral
spatial dimension, effectively turning the left pole into the +pole
when the responses are placed on left space and thus generating the
up-left advantage through polarity correspondence. This reasoning is
in line with data that show that the endpoint taking +polar value de-
pends on context (e.g., Banks et al., 1975).

1.2. Applying polarity correspondence to concrete–abstract congruency

The orthogonal Simon effect arises when two concrete (spatial) di-
mensions are crossed, but the hypothesis of polarity correspondence
can be straightforwardly generalized to situations where one concrete
and one abstract dimension are crossed. Lakens (2012) adopted this
perspective to examine conceptual congruency effects between vertical
locations (up vs. down) and the abstract dimensions of power and va-
lence. He reasoned that the conceptual metaphor account predicts a
cross-over interaction withoutmain effects, whereas the polarity corre-
spondence account predicts main effects of each dimension (due to the
processing advantage of the+pole) as well as an interaction due to po-
larity correspondence.When bothmain effects and their interaction are
put together, the polarity correspondence account predicts that moral
or positive words will be categorized faster when presented in upper
versus lower space, but categorization times for immoral or negative
wordswill be overall slower andwill not depend on the spatial position
of the stimulus. A meta-analysis of prior studies supported this predic-
tion. Lynott and Coventry (2014) have similarly found the pattern pre-
dicted by the polarity correspondence account using happy and sad
faces presented up or down on the screen (see also de la Vega et al.,
2013).

Polarity correspondence therefore stands as an important theoreti-
cal contender in conceptual congruency studies. The importance to dif-
ferentiate between polarity correspondence and conceptual metaphor
accounts has been discussed repeatedly (e.g., de la Vega et al., 2013;
Gozli et al., 2013; Schubert, 2005; Ulrich and Maienborn, 2010; Vallesi
et al., 2008. However, discriminating between the two alternatives is
more difficult than it seems.

1.3. The problem of the interpretation of main effects

Themain difficulty is related to the interpretation of themain effects
of the dimensions that are crossed in the congruency task. The crucial
point is that the conceptual metaphor account does not predict null
main effects, but it is instead silent about them. Its main prediction is
the interaction between the two dimensions, but many other factors
may produce main effects for independent reasons. For example,
when participants judge the affective valence of positive and negative
words, the two conditionsmay differ in length, frequency of use, bigram
or syllable frequency, morphological complexity, and a myriad other
factors which are known to affect reading and lexical access. Perceiving
upper versus lower stimuli may be affected by extended practice with
scanningwritten texts from top to bottom or theway the task is framed
(e.g., Banks et al., 1975). In general, main effects of any concrete or
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abstract dimension in a congruency task can be due to factors other than
the+polar or -polar values of its endpoints, and only a delicate experi-
mental control can exclude all of them. For this reason, some re-
searchers have proposed to statistically remove main effects from
their analysis, and interpret residual scores (e.g., Meier et al., 2007). If
the conceptual metaphor account is not incompatible with main effects
of the crossed dimensions, then its predictions become indistinguish-
able from those drawn from the polarity correspondence account.

Moreover, the sameargument applies, though in reverse form, to the
predictions of the polarity correspondence account. Polarity correspon-
dence does predict main effects of both dimensions, such that the
+polar endpoint should enjoy a processing advantage. However, unless
strict controls are taken when selecting the stimuli and designing the
task, other factors of the kind discussed abovemay influence the overall
reaction times, with additive effects. Sometimes these factorswill add to
the+polar advantage, thereby increasing the size of the difference, but
it is also conceivable that they may counteract it, perhaps reducing it to
a non-significant difference or even turning it into an effect in the oppo-
site direction.

Therefore, unless strict controls are in place that guarantee all reac-
tion time benefits are of equal strength, main effects cannot be used to
discriminate between the conceptualmetaphor and polarity correspon-
dence accounts. Only the interaction (the congruency effect) remains.
Whereas both accounts predict its presence, fortunately, they make dif-
ferent predictions regarding how it may be influenced by experimental
manipulations. Under the polarity correspondence view, polarities can
be changed flexibly, and a change in polarity should lead to a reversal
of the congruency effect. This is nicely illustrated by the effects of key-
board eccentricity on the orthogonal Simon effect reviewed above: in-
creasing the saliency of the left side by placing the keyboard to the left
reverses the standard up-right advantage into a left-right advantage
(e.g., Proctor and Cho, 2003).

Such reversal is not predicted by the conceptual metaphor view.
Under this view, cross-domain mappings have experiential bases
where the concrete dimension is associated to the abstract dimension.
For example, Schubert (2005) suggests that the link between vertical
space and power comes about because of experiences with bigger
(and smaller) others, and/or repeated experiences with cultural con-
ventions such as placing winners on the top of a podium. However, in
this account an increase of the saliency of lower space by an experimen-
tal manipulation is not expected to lead to a powerful-down advantage
in a congruency task (although it might speed up the processing of
words presented at lower locations, thereby changing the main effect
of vertical location).

The only attempt so far to directly test this prediction is the final ex-
periment in Lakens (2012). He manipulated the polarity of the abstract
dimensions by changing the relative frequency of positive-negative and
moral-immoralwords in a first block of trials where all wordswere pre-
sented in the centre of the screen. In the critical condition, −polar
words were presented in 75% of the trials, and+polarwords were pre-
sented in 25% of the trials. In the control condition,+polarwords were
presented 75% of the time. After such block, participants carried out a
conceptual congruency task with the same words presented at the top
or bottom of the screen. Supporting the polarity correspondence ac-
count, the frequency manipulation succeeded in changing the congru-
ency effect: whereas there was a clear congruency effect in the 75%
+polar condition, it disappeared in the 75%−polar condition. Unfortu-
nately, available evidence is very limited, and the frequency manipula-
tion used by Lakens (2012) was not able to completely reverse the
conceptual congruency effect. The present study tried to bring addition-
al evidence to bear on this debate.

1.4. Rationale of the present research

The current studies examined the central theoretical prediction of
the polarity correspondence account, namely that it is possible to
reverse a congruency effect by changing the saliency of the endpoints
of one of the crossed dimensions (the suggested underlyingmechanism
being a change in the polarity of those endpoints). In order to do so, we
capitalized on the effect of keyboard eccentricity that so impressively is
able to reverse the usual up-right advantage observed in orthogonal
Simon tasks (Cho and Proctor, 2003; Proctor and Cho, 2003; Weeks
et al., 1995). Placing the keyboard to the left side increases the saliency
of the left pole of the lateral spatial dimension, and thereby induces a
left-right advantage. The goal of Experiment 1 was to replicate this
effect.

To assess the effect of keyboard eccentricity on a conceptual congru-
ency task, we needed to substitute an abstract dimension for the vertical
spatial dimension in the orthogonal Simon task. In order to have predic-
tions from the conceptual metaphor account, we needed to focus on a
dimension which has been linked to the left-right spatial axis (instead
of the vertical axis as used by Lakens, 2012). One such dimension is nu-
merical magnitude: in left-to-right readers, smaller numbers are associ-
ated with left space and larger numbers are associated with right space
(Dehaene et al., 1993). Proctor and Cho (2006) explicitly suggested that
polarity correspondencemight explain the standard SNARCeffect that is
obtained in parity judgments. Parity tasks show markedness effects:
responding “odd” is slower than responding “even” (especially in con-
texts that foster a comparison between odd and even numbers, see
Hines, 1990). Moreover, responding “odd” with the left hand and
“even” with the right hand is faster than vice versa (Nuerk et al., 2004,
who called it the Markedness Association of Response Codes, or MARC
effect). Proctor and Cho (2006) suggested that large numbers would
be +polar and small numbers -polar and the SNARC effect could arise
from polarity correspondence with the +polar right response and the
-polar left response. Based on these predictions, Experiment 2 was per-
formed to examine whether a keyboard eccentricity manipulation
would influence the SNARC effect in a parity judgment task on Arabic
digits.

In parity tasks the abstract dimension of numerical magnitude is ac-
tually irrelevant to the task. In this way, a parity judgment is not exactly
analogous to the orthogonal Simon task, in which the vertical spatial lo-
cation determines the correct response. A better comparison is provided
by a magnitude comparison task where participants are instructed to
decide whether a digit is smaller or larger than 5, because the task rele-
vant feature (numerical magnitude) is directly associated with left vs.
right spatial locations. SNARC effects have been found in magnitude
judgments (see, e.g., Wood et al., 2008), and several studies have
interpreted them as support for the polarity correspondence hypothesis
(Hutchinson and Louwerse, 2014; Nathan et al., 2009; Santens and
Gevers, 2008; Shaki et al., 2012). Moreover, categorizing stimuli as
large vs. small have revealed stable polarity effects in past studies
(e.g., Seymour, 1971). We therefore relied on a magnitude judgment
task to examine the influence of response eccentricity on the SNARC ef-
fect in Experiment 3.

In addition to the left-to-right mapping of numbers, a second con-
ceptual dimension that is consistently mapped onto lateral space is
the domain of time. For left-to-right readers, the past is associated
with left space while the future is associated with right space
(Fuhrman and Boroditsky, 2010; Lakens, 2011; Ouellet et al., 2010;
Tversky et al., 1991). Polarity correspondence has also been discussed
as a possible alternative explanation for mappings between space
and time (e.g., Santiago et al., 2010; Ulrich and Maienborn, 2010;
Weger and Pratt, 2008). Although those mappings have received
support from studies which cannot be accounted for by polarity cor-
respondence, Bonato et al. (2012) conceded that “it can provide a
parsimonious explanation of the results for some specific studies,
in which no counter-solutions to this potential confound have been
implemented” (p. 2266). Therefore, in Experiment 4 we examined
the effect of response eccentricity on categorization times for past
and future related words, categorized by means of left or right key
presses.
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Summing up, if the left-right numerical and/or temporal congruency
effects are, in all or in part, due to polarity correspondence, thenmanip-
ulating the eccentricity of the response location should change the con-
gruency effect in the response time data. The polarity correspondence
account predicts standard congruency effects when the response set is
either central or to the right. Crucially, it predicts a reduced or inverted
effect when the response set is located on the left side. Under this con-
dition, the left response becomes more salient, and therefore the polar-
ity correspondence reaction time benefit should be observed between
larger numbers or future words and the left response, and between
smaller numbers or past times and the right response.

2. Experiment 1

Experiment 1 was a replication of the keyboard eccentricity effect re-
ported by Proctor and Cho (2003) Experiment 1).We followed their proce-
dure in all central details: the stimulus was a square made of crosses
presented either above or below the fixation point, and participants' task
was to discriminate its location by pressing the right or left key.

2.1. Method

2.1.1. Participants
Participants were 18 psychology students from the University of

Granada (all female, 2 left-handers, age range 18-30 y., normal or
corrected vision), who received course credit for their participation.

2.1.2. Materials and procedure
The target stimulus was an array of 3x3 asterisks that looked like a

rectangle. The target was presented horizontally centred midway be-
tween fixation and either the upper or lower border of the screen. In-
structions informed the participant that his or her task was to press a
left (F) or right (J) response key on the keyboard (with the left or
right hand, respectively) depending on whether the target appeared
above or below the fixation point. Because of the simplicity of the
task, there was no practice block. Each trial started with a central fixa-
tion cross for 1000 ms, followed by the target stimulus, which stayed
on screen until a response was recorded. Incorrect trials were followed
by the word “Incorrecto” for 500 ms in red font at fixation location. Fi-
nally, a blank screenwas presented for an inter-trial interval of 1000ms.

Experimental trials were divided into six blocks of 56 trials, with 28
presentations of the target stimulus at each location. Themapping of re-
sponses (upper-lower) to keys (left-right) was kept constant during
three blocks, and then reversed in the following three blocks (following
Proctor and Cho, 2003). The order of the two key mappings was
counterbalanced between participants. At the beginning of each block,
a screen reminded the participant of the mapping to be used. In block
number 4, a special warning was added to this screen to emphasize
that the mapping was being reversed.

Keyboard location was varied within-participants following Proctor
and Cho's (2003) specifications. The central location was defined as
that in which the centre of the two response keys was aligned with
the centre of the screen. The left and right locations were displaced
30 cm to each side. In one set of three blocks, the keyboard started at
the left location in one block, then was moved to the centre in the
next block, and then to the right. In the other set of three blocks, the key-
board started at the right location and was moved leftwards. Half the
participants performed first the rightwards three blocks followed by
the leftwards three blocks, while the other half had the reversed order.

2.1.3. Design and analysis
The design included the following factors and levels: Vertical loca-

tion (up-down) × Response (left-right) × Keyboard location (left-
centre-right) × Counterbalance group. Detailed results, including both
cell means and standard errors aswell as full ANOVA results, are provid-
ed by means of tables. Because the only effects for which we have
specific predictions are the two-way interaction between Vertical loca-
tion and Response (the orthogonal Simon effect) and the three-way in-
teraction between the orthogonal Simon effect and Keyboard location,
only these two effects are described in the text. Confidence intervals
were calculated following Smithson (2001).

2.2. Results

There were errors in 137 trials (2.26%), which were analyzed inde-
pendently. After inspection of the RT distribution, cut-off points were
set at 250 and 1250 ms, which led to the rejection of 119 (1.85%) out-
liers. To ensure comparability across studies, in the next experiments
we used the same trimming procedure and rejected a similar percent-
age of data points (this procedure keeps the proportion of outliers con-
stant across experiments, but the cut-offs might vary depending on
grand average response speed).

Full results are provided in Tables 1 to 3 in the Appendix. The analy-
sis of latency revealed a very clear interaction between Vertical location
and Response (F(1, 14)=11.05, p= .005, ηp2=.44, 90% CI [.10, .63]. Un-
expectedly, this interaction took the form of an up-left advantage (pos-
sible causes are discussed below). However, the crucial aspect of the
data is that this interaction was strongly modulated by Keyboard loca-
tion (F(2, 28) = 25.73, p b .001, ηp2 = .65, 90% CI [.42, .74]; see Fig. 1).
The up-left advantage was present when the keyboard was located on
the left and on the centre, and turned into a numerical up-right advan-
tage when the keyboard was moved to the right. This pattern complies
with expectations from previous findings by Proctor and Cho (2003).

Accuracy data supported thefindings of the latencymeasure. Therewas
an interaction between Vertical location and Response (F(1,14) = 7.85,
p=.014, ηp2= .36, 90% CI [.05, .57])whichwasmodulated by Keyboard lo-
cation (F(2,28) = 9.04, p= .001, ηp2 = .39, 90% CI [.13, .54]), due to an up-
left advantage at left and central keyboard locations which turned into an
up-right advantage when the keyboard was placed on the right side.

2.3. Discussion

In Experiment 1 an up-left advantage was observed both in latency
and accuracy when the keyboard was placed at midline as well as on
the left, which turned into a (small) up-right advantage when the key-
board sat on the right side. Proctor and Cho (2003) found an up-left ad-
vantage with the keyboard on the left, a very small up-right advantage
with the keyboard on the centre, and an up-right advantage with the
keyboard on the right side. Therefore, we take the present results to
constitute a successful replication of their findings: keyboard eccentric-
ity affects the saliency of the side of space where the keyboard lies, and
themost salient side of the left-right dimension attracts themapping of
the+pole of the vertical dimension (up).

The main contrast between present results and those reported by
Proctor and Cho (2003) and others is the finding of an up-left (instead
of up-right) advantage when the response set is placed at midline. As
a post-hoc speculation, we think that the cause may be related to the
spatial arrangement of the experimental equipment with respect to
the room at the Granada lab. The computer and keyboard were located
on a corner of the lab.When sitting at the computer, the participant had
awindow on her right and the room extended to her left. This may have
madeher conceptualize the equipment as being located to the left of the
window. Both Weeks et al. (1995) and Proctor and Cho (2003) have
shown that instrumental factors that increase the saliency of left or
right space is influenced by how the response set is locatedwith respect
to relevant frames of reference. For example, placing an unused joystick
to the right of the response keyboard was enough to turn the up-right
advantage into an up-left advantage. A similar phenomenon may have
occurred in the present experiment with the highly salient window lo-
cated on the right side of the participant.

The important point to note here is that the present orthogonal
Simon effect and its interaction with keyboard eccentricity provide an



Fig. 1.Mean latencies as a function of keyboard location and vertical-horizontal congruen-
cy in an orthogonal Simon task. Congruent conditions are up-right and down-left. Incon-
gruent conditions are up-left and down-right. Error bars show one standard error above
and below the mean. Standard errors are adjusted for within-subject designs following
the method proposed by Cousineau (2005).
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adequate (actually, a specially sensitive) baseline for the upcoming ex-
periments for two reasons. First, the exact same experimental set-up
was used in Experiments 2 and 3 (with the same computer, the same
keyboard, and the same three keyboard locations, indicated by the
same marks on the table). Second, the present experimental setup
seems to have endowed the left pole of the left-right response dimen-
sion with a strong saliency (generating an up-left advantage not only
when the keyboard was placed on the left but also at midline). A highly
salient left pole should have an increased ability to attract the+pole of
the abstract dimension in subsequent experiments, leading to reversed
SNARC effects. To advance the results in the following two experiments,
we did not find the slightest trace of such reversal.

3. Experiment 2

As opposed to Experiment 1, where stimuli consisted of targets pre-
sented above or below afixation point, the stimuli in Experiment 2were
centrally presented single digits from 1 to 9 (with the exception of 5).
Participants judged whether the digit was odd or even (parity judg-
ment) by means of left and right key presses on a keyboard which
could be located at either the left, centre, or right of the screen.

3.1. Method

3.1.1. Participants
Twenty psychology students (threemale, age range 18-39) from the

University of Granada volunteered to participate and received course
credit in return. All participants were right-handed and had normal or
corrected-to-normal vision.

3.1.2. Materials and procedure
The single digits 1 to 4 and 6 to 9 were centrally presented on the

same computer as in Experiment 1. Written instructions informed the
participant that a single digit would be presented in each trial, and
that his or her task was to decide whether the digit was odd or even.
The participant was to respond by pressing the keys F (left) or J
(right). All digits were presented once every eight trials.3 All other de-
tails of the procedure were kept the same as in Experiment 1.
3 Due to a programming error, there were 54 trials per block (instead of 56) in Experi-
ment 2. Because 54 is not evenly divisible by eight, not all eight digitswere presentedwith
equal frequencies within each block, varying between 6 and 8 presentations, modally 7.
This problem was of scarce significance thanks to the requirement inbuilt in the program
to present all eight digits every eight trials. Over thewhole experiment, the frequencywith
which each digit was presented varied between 34 and 38 trials. This error was solved in
Experiment 3, with exactly 7 presentations of each digit per block.
3.1.3. Design and analysis
Data were analyzed using a factorial ANOVA with the following

factors and levels: Parity (odd-even) × Magnitude (smaller-larger than
5) × Response (left-right) × Keyboard location (left-centre-right) ×
Counterbalance group. We expected to replicate 1) the SNARC effect
(an interaction between Magnitude and Response such that smaller
numbers are responded to faster with the left hand and larger numbers
with the right hand versus the oppositemapping); and 2) theMARC ef-
fect (an interaction between Parity and Response such that odd num-
bers are responded to faster with the left hand and even numbers
with the right hand). But the central prediction to test is the three-
way interaction between Magnitude, Response (the SNARC effect),
and Keyboard location. If the SNARC effect varies with Keyboard loca-
tion, such that it decreases in size or even reverses when the keyboard
is placed on the left side, the polarity correspondence account of the
SNARC effect will receive direct support from the data. Another highly
diagnostic result would be a three-way interaction between the MARC
effect and Keyboard location.

3.2. Results

Errors occurred in 280 trials (4.32%) and were analyzed indepen-
dently. Latencies in correct trials were trimmed by means of fixed cut-
off points, set at 300 and 1300ms after inspection of the RT distribution,
which led to the rejection of 100 trials (1.54%) as outliers.

Tables 4 to 6 in the Appendix show results in full detail. The analysis
of latency showed a very clear pattern. There was an interaction be-
tween Magnitude and Response (F(1,16) = 8.12, p = .012, ηp2 = .34,
90% CI [.05, .55]), replicating the SNARC effect. The interaction between
Parity and Response (the MARC effect) and any second order interac-
tions between either the SNARC and theMARCeffectswith Keyboard lo-
cationwere far from significant (all Fs b 1). Fig. 2 shows themain results.
None of the crucial interactions were significant in the analysis of
accuracy.

3.3. Discussion

Experiment 2 showed that keyboard location did not modulate the
SNARC effect. This contradicts the predictions from a polarity corre-
spondence account: if the location of the response set modifies the po-
larity structure of the left-right response dimension, and if the SNARC
effect arises as a result of polarity correspondence between numerical
magnitude and response, it should be affected by changes in keyboard
location. This is even more strongly predicted in the present conditions
whichwere characterized by an extra boost of saliency to the left pole of
the response dimension, as suggested by Experiment 1.Moreover, there
was neither an interaction between parity and response side (MARC
Fig. 2.Mean latencies as a function of keyboard location and space-magnitude congruency
in a parity judgment task (“Is the number odd or even?”). Congruent conditions are small-
left and large-right. Incongruent conditions are large-left and small-right. Standard error
bars computed following Cousineau (2005).



Fig. 3.Mean latencies as a function of keyboard location and space-magnitude congruency
in amagnitude judgment task (“Is the number smaller or larger than 5?”). Congruent con-
ditions are small-left and large-right. Incongruent conditions are large-left and small-right.
Standard error bars computed following Cousineau (2005).
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effect) nor a modulation of this interaction at different keyboard loca-
tions. Thus, the pattern of results in Experiment 2 does not support
the central prediction from the polarity correspondence view. In Exper-
iment 3we aimed to extend these results to amagnitude judgment task.

4. Experiment 3

In Experiment 2, the concrete dimension of vertical space was
changed to the abstract dimension of numerical magnitude. However,
the two experiments also differed in the task relevance of the stimulus
dimension:whereas participants judged vertical location in Experiment
1, they judged number parity in Experiment 2, instead of the theoreti-
cally relevant numerical magnitude. In order to provide a closer
comparison, Experiment 3 was an exact replication of the prior experi-
ment with a single difference: participants judged whether the central
digit was smaller or larger than 5.

4.1. Method

4.1.1. Participants
Twenty new participants (3 males, 1 left-hander, age range 18-39)

from the same population as in Experiment 2 took part in the study
and received credit course in return.

4.1.2. Materials and procedure
Everythingwas kept identical to Experiment 2 with the exception of

the instructions: participants were told that they had to press one key if
the digit was smaller than 5 and another key if it was larger than 5.

4.1.3. Design and analysis
Datawere analyzed using the same factorial ANOVA comprising Par-

ity (odd-even) × Magnitude (smaller-larger than 5) × Response (left-
right) × Keyboard location (left-centre-right) × Counterbalance group.

4.2. Results

Therewere errors in 216 trials (3.32%), so the taskwas slightly easier
than in the prior experiment. Latencies of correct trials were trimmed
by fixed cut-off points which were set at the same points as in Experi-
ment 2 (300 and 1300 ms) after inspection of the RT distribution. As a
result, 120 trials (1.78%) were rejected as outliers. Errors and latencies
were analyzed independently.

Tables 7 to 9 in the Appendix provide full results. Regarding the the-
oretically relevant contrasts, the analysis of latencies once again ren-
dered a clear pattern. The SNARC effect was replicated (Magnitude ×
Response interaction: F(1,16) = 6.55, p = .021, ηp2 = .29, 90% CI [.03,
.51]), but the MARC effect was not (F b 1). Keyboard location did not
modulate the SNARC effect at all (F b 1; see Fig. 3) nor did it modulate
the MARC effect (F b 1).

The SNARC effect was marginally significant in accuracy (F(1,16) =
4.04, p = .06, ηp2 = .20, 90% CI [.00, .44]). The accuracy measure also
showed a significant MARC effect (Parity × Response: F(1,16) = 7.32,
p = .016, ηp2 = .31, 90% CI [.04, .53]). But none of these interactions
were modulated by Keyboard location (all Fs b 1).

4.3. Discussion

Experiment 3 found a SNARC effect on latency and (marginally) on
accuracy. In contrast to the prior experiment, there was also a MARC ef-
fect on accuracy. None of those potential polarity correspondence ef-
fects were significantly modulated by the location of the keyboard.
Thus, Experiments 2 and 3 can be summarized as showing clear
SNARC effects without any trace of a modulation by keyboard location.
5. Experiment 4

Experiment 4 extended the previous exploration of the effect of key-
board eccentricity on space-number congruency to the conceptual di-
mension of time. Participants were asked to categorize words as
referring either to the past or the future. Except for the change in stimuli
and dimension upon which the stimuli were categorized, the task was
identical to that used in Experiment 3. This final study was run at
Eindhoven University of Technology in a lab cubicle with a more cen-
trally located computer.

5.1. Method

5.1.1. Participants
Twenty students (9 female, no left-handers, age range 19-33, all

with normal or corrected vision) at Eindhoven University of Technology
volunteered to participate and received a monetary compensation of 5
euro in return. All of them were native Dutch speakers.

5.1.2. Materials and procedure
The stimulus set consisted of fourwords referring to the past (eerder

[previously], verleden [past], gisteren [yesterday], eergisteren [day be-
fore yesterday]) and four words referring to the future (later [later],
toekomst [future], morgen [tomorrow], overmorgen [day after tomor-
row], see Lakens, 2011). Participants were instructed that a word
would be presented at the centre of the screen and that their task was
to decidewhether theword referred to the past or to the future. Because
this experiment was run at a different lab, the computer and room ar-
rangement were different from prior experiments.

5.1.3. Design and analysis
The factorial design included Time (past-future) × Response (left-

right) × Keyboard location (left-centre-right) × Counterbalance group.

5.2. Results

The temporal task was somewhat more difficult than the numerical
tasks. Errors were made on 292 trials (4.34%) and were analyzed inde-
pendently. After inspection of the RT distribution, cut-off points were
set at 300 and 1800 ms, which removed 108 trials (1.6%).
Tables 10-12 in the Appendix show full results.

The analysis of latency showed only one significant interaction: that
between Time and Response (F(1,16)= 7.37, p= .015, ηp2= .32, 90% CI
[.04, .53]), which took the expected form of faster responses with the
past-left future-right mapping than the opposite mapping. Once again
there were no traces of a modulation of the space-time congruency
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effect by Keyboard location (F b 1; see Fig. 4). Latency results were not
qualified by the analysis of accuracy, as nomain effects nor interactions
were found.
5.3. Discussion

Experiment 4 replicated the space-time congruency effect ob-
served in prior studies (e.g., Santiago et al., 2007), which was not
modulated by response eccentricity. Predictions from the polarity
correspondence account were therefore not supported. These re-
sults extend the conclusions from Experiments 2 and 3 to the do-
main of time.
6. Additional analyses

The present experimental series provided clear results regard-
ing the most important prediction under scrutiny: that spatial-
conceptual congruency effects for both number and time would in-
teract with the eccentricity of the response set. We observed signif-
icant interactions between response (left vs. right) and numerical
magnitude (small vs. large numbers) in Experiments 2 and 3,
using two different number processing tasks. Side of response
also interacted significantly with temporal reference (past vs. fu-
ture) in Experiment 4. However, response eccentricity never mod-
ulated those interactions. Thus, the main prediction from the
polarity correspondence view is not supported.

However, it is possible that the effect of response eccentricity
is present in the population, but that our sample sizes were too
small to provide sufficient power to observe a statistically signif-
icant moderation. In this section we report omnibus ANOVAs in
which we pool the data from the present experiments in order
to increase the statistical power of the test. Given that all studies
had similar numbers of participants, this approach is comparable
to a meta-analysis performed on the raw mean differences (Bond
et al., 2003). Data from all four experiments were pooled together
under the following design: Study × Keyboard location × Congru-
ency × Counterbalance group. Congruency was computed by
pooling together the conditions with congruent mapping in
each experiment versus the conditions with incongruent map-
ping. For Experiment 1 the congruent conditions were up-right
and down-left. For Experiments 2 and 3 the congruent conditions
were left-small and right-large (note that Parity was not includ-
ed, as there are no corresponding factors in Experiments 1 and
Fig. 4.Mean latencies as a function of keyboard location and space-time congruency in a
time judgment task (“Does the word refer to the past or to the future?”). Congruent con-
ditions are past-left and future-right. Incongruent conditions are future-left and past-right.
Standard error bars computed following Cousineau (2005).
4). For Experiment 4 the congruent conditions were left-past
and right-future.4+

The rationale for the analysis was as follows: first, we carried out an
omnibus ANOVA of Experiments 2 to 4, with the goal of showing that
the Congruency effect is strong and, even with the additional statistical
power, is not modulated by Keyboard location. Second, we introduced
Experiment 1 in the omnibus ANOVA with the goal of examining
whether this yields a significant interaction between Study, Keyboard
location, and Congruency, which would support the conclusion that
the first experiment showed a reaction time pattern in the interaction
betweenKeyboard location and Congruency that is statistically different
from the prior three experiments.

The results supported the conclusions drawn from previous analy-
ses. In the latency measure, pooling together Experiments 2 to 4, there
were main effects of Study (F(2,48) = 14.25, p b .001, ηp2 = .37, 90% CI
[.17, .50]), Keyboard location (F(2,96) = 5.66, p = .005, ηp2 = .11, 90%
CI [.02, .19]) and Congruency (F(1,48) = 16.38, p b .001, ηp2 = .25, 90%
CI [.09, .40]). The only other result that passed the 0.10 probability
level was the interaction between Congruency and Study (F(2,48) =
2.68, p = .08, ηp2 = .10, 90% CI [.00, .18]), due to a stronger congruency
effect in the time domain (Experiment 4) than the number domain (Ex-
periments 2 and 3). Most importantly, the interaction between Congru-
ency and Keyboard location was almost non-existent (F(2,96) = 1.30,
p = .28, ηp2 = .03, 90% CI [.00, .09]), and did not vary depending on
Study (F b 1).

When Experiment 1 was included in the analysis, there was a signif-
icant three-way interaction between Study, Congruency, and Keyboard
location (F(6,124) = 4.13, p b .001, ηp2 = .17, 90% CI [.05, .22]), thereby
supporting that the interaction between Congruency and Keyboard lo-
cation in Experiment 1 took a different shape than in Experiments 2-4.
Other significant effects were the main effects of Study (F(3,62) =
25.09, p b .001, ηp2 = .55, 90% CI [.38, .63]) and Keyboard location (F
(2,124) = 3.80, p = .03, ηp2 = .06, 90% CI [.00, .12]). The main effect of
Congruency in this omnibus analysis failed to be significant
(F(1,62) = 2.00, p b .16, ηp2 = .03, 90% CI [.00, .13]), due to the opposite
directionalities observed in Experiment 1 versus Experiments 2 to 4.
The two-way interaction between Congruency and Keyboard location
was significant (F(2,124) = 10.93, p b .001, ηp2 = .15, 90% CI [.06, .24]),
but its interpretation is logically dependent on the three-way interac-
tion between Congruency, Keyboard location, and Study mentioned
above. Finally, the interaction between Congruency and Study was
again significant (F(3,62) = 10.35, p b 0.001, ηp2 = .33, 90% CI [.15,
.44]), due to the different size of congruency effects across experiments
(including the reversal of the effect in Experiment 1).

The analysis of accuracy supported the latency findings. With Exper-
iment 1 excluded from the analysis, the only significant result was the
main effect of Congruency (F(1,48) = 7.09, p = .01, ηp2 = .13, 90% CI
[.02, .27]). The only interaction below the 0.10 probability level was be-
tween Keyboard location and Study (F(4,96) = 2.21, p = .07, ηp2 = .08,
90% CI [.00, .15]). The theoretically relevant interaction betweenCongru-
ency and Keyboard location was not statistically significant (F(2,96) =
1.66, p = .19, ηp2 = .03, 90% CI [.00, .10]). When Experiment 1 was in-
cluded in the analysis, the interaction between Study, Congruency, and
Keyboard location became significant (F(6,124) = 3.67, p = .002,
ηp2 = .15, 90% CI [.02, .18]). There was also a significant interaction be-
tween Study and Congruency (F(3,62) = 5.44, p b .01, ηp2 = .21, 90% CI
4 For the sake of simplicity, we present an analysis where we collapse across congruent
conditions. Such an analysis can hide differences between congruent conditions (see Lakens,
2012). Therefore, we initially analyzed all studies with the factors Response (left vs. right)
and Stimulus Polarity (even, large, future, vs. odd, small, past) instead of Congruency. This
analysis did not yield any additional insights. Although it did not require the apriori grouping
of the left-up/right-down conditions as a congruentmapping, the 3-way interaction present-
ed in the current analysis was mirrored in a 4-way interaction between Study, Keyboard lo-
cation, Stimulus Polarity and Response (F(6,124) = 4.13, p b .001, ηp2 = .17) with the exact
same interpretation.
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[.00, .18]) due to the different sizes (and reversal) of the effect of Con-
gruency across studies.

Summing up, the omnibus analyses provide more conclusive sup-
port that the way in which response eccentricity modulates the orthog-
onal Simon effect is different from how it modulates the conceptual
congruency effects between left-right space and both number and time.

7. General discussion

The present experiment series showed that the associations
between space and numerical magnitude (SNARC) and associations be-
tween space and time are not significantly modulated by response
eccentricity. We did observe a successful modulation of the orthogonal
Simon effect (vertical-horizontal congruency) by our manipulation of
response eccentricity in Experiment 1, which replicated in its general
features the findings reported by Proctor and Cho (2003). Furthermore,
we observed reliable space-number congruency effects in both parity
andmagnitude categorization tasks, and a space-time congruency effect
in a time categorization task. When the three experiments including an
abstract dimension (number or space) were analyzed together, re-
sponse eccentricity still failed to modulate the congruency effects for
number and time in spite of the increased statistical power. When the
initial (orthogonal Simon) experiment was added to this omnibus anal-
ysis, a clear interaction between experiment, conceptual congruency
and response eccentricity was revealed. All in all, present results show
that response eccentricity does not affect conceptual congruency in a
similar way to how it affects the orthogonal Simon effect. Given the ex-
panded statistical power of the final analysis, we feel safe in concluding
that, if there is any effect at all of response eccentricity on space-number
and space-time congruency, it is likely to be of negligible size.

Proctor and colleagues (Cho and Proctor, 2003; Cho et al., 2008;
Proctor and Cho, 2003;Weeks et al., 1995) accounted for eccentricity ef-
fects on the orthogonal Simon as a consequence of a change in polarity
in the spatial left-right dimension: placing the response set on one side
increases the saliency of that side, turning it effectively into the+pole.
Then, this side now matches the +pole of the vertical dimension (up).
If this interpretation is correct, and the SNARC effect is due to polarity
correspondence between larger numbers and right responses, placing
the response set on the left should reduce or even reverse the SNARC.
A similar reasoning applies to the space-time congruency effect: if we
assume that future related concepts are the +pole of the temporal di-
mension (at least when contrasted with past related concepts), placing
the response set on the left should also reduce or even reverse the effect.
However, we found no traces of any influence of response eccentricity
on the space-number (SNARC) and space-time congruency effects.
Present data are thus consistent with Shaki et al. (2012), who also failed
to find any modulation of the SNARC effect in judgements of relative
magnitude of digit pairs, in spite of strong changes on judgements of an-
imals' relative size in an otherwise identical task.

What are the implications of the present findings? Not finding
effects of polarity correspondence on space-number and space-time
congruency effects is at odds with the polarity explanation provided
for the SNARC effect by Proctor and Cho (2006); see also Santens and
Gevers, 2008; Hutchinson and Louwerse, 2014; Nathan et al., 2009;
Shaki et al., 2012; Ito and Hatta, 2004), and provides evidence against
a polarity correspondence account of the space-number and space-
time congruency effects. Is there a way the present data can be recon-
ciled with a polarity correspondence account? One possibility is that
the left-right axis is somehow impervious to polarity correspondence,
in contrast to the congruency effects studied by Lakens (2012) and
Lynott and Coventry (2014) which are related to the up-down axis.
Some studies of the SNARC effect which have been interpreted as
supporting polarity correspondence have indeed used spatial contrasts
other than left-right (see Ito and Hatta, 2004, for up-down, or Santens
and Gevers, 2008, for close-far). An explanation of the special status of
the left-right dimension was proposed by Clark (1973), who argued
that this dimension maybe intrinsically symmetrical and therefore
lacks a polar structure. If there is no default polarity difference between
left vs. right, this could explain the lack of a response eccentricity effect
in Experiments 2–4. This account has two problems: first, it cannot ac-
count for studies such as Nathan et al. (2009) or Shaki et al. (2012),
which tested the association of left-right space to smaller than – larger
than judgments; and secondly and more importantly, it cannot explain
why response eccentricity did affect the mapping between vertical and
horizontal space in the orthogonal Simon task of Experiment 1.

A second possibility is that the response eccentricity manipulation
was not strong enough to change the polarity structure of the conceptu-
al dimensions. Lakens (2012) used a training task of 160 trials to influ-
ence polarity differences. Banks et al. (1975) changed the task
instructions, and either referred to dots up and down on the screen as
‘balloons’ or as ‘yoyo’s’, and successfully reversed the default polarity
(up for balloons, down for yoyo’s). It might be argued that such manip-
ulations are stronger than the response eccentricitymanipulation. Obvi-
ously, this second possibility also has the problem of accounting for the
clear effects of response eccentricity in the orthogonal Simon task.

A third possibility, that should not be overlooked, is that the influ-
ence of response eccentricity on the orthogonal Simon effect is not
due to polarity correspondence. In this case, present results would not
be informative with regard to the polarity correspondence account.
However, what such mechanism could be is unclear. Cho and Proctor
(2003) discussed in detail why their account was to be preferred over
several theoretical alternatives. Thus, although it remains as a logical
possibility that response eccentricity does not change left-right polari-
ties, we think it unlikely given the current state of knowledge.

A final possibility is that there are two types of mappings between
concrete and abstract dimensions that differ in automaticity andflexibil-
ity. On one hand,mappingswith left-right lateral space, whichwould be
salient and relatively automatic, and therefore less flexible. On the other
hand,mappingswith up-down vertical space (and possibly other spatial
contrasts), which could be very flexible (Lakens, 2012; Santiago et al.,
2012). However, the causes of this difference in automaticity and flexi-
bility between lateral and vertical mappings is currently unclear. It
might be argued that numbers and space are truly analogue and contin-
uous (numeric, temporal, or other) magnitudes, whereas valence and
power are processed as dichotomous bi-polar opposites. However, this
possibility contrasts with thefinding of graded semantic distance effects
on power (Chiao et al., 2004; Giessner and Schubert, 2007) andwith cat-
egorical effects on number (Gevers et al., 2006). It might also be argued
that the strength of lateral mappings is due to the existence of very con-
sistent cultural conventions linked to reading and writing direction
(e.g., number lines, charts, timelines, and so on). Yet, vertical mappings
of power and valence are also supported by widespread, common, and
possibly universal cultural conventions (Schubert, 2005). Finally, avail-
able evidence does not clearly support the hypothesized difference in
automaticity-flexibility: some studies find quite automatic activation
of space by numbers (Fischer et al., 2003 and time (Eikmeier et al., in
press), whereas others find a flexible mapping for numbers (Bächtold
et al., 1998; Fischer et al., 2010) and a non-automatic mapping for
time (Ulrich and Maienborn, 2010; Ulrich et al., 2012).

Summing up, present results are difficult to reconcilewith the polarity
correspondence account of the space-number (SNARC) and space-time
congruency effects. The possibilities that 1) the left-right spatial dimen-
sion is special and lacks a polar structure; and 2) the response eccentricity
manipulation is not strong enough, both require additional assumptions
to explain the effect of response eccentricity in the orthogonal Simon
task, and it is currently unclear what those additional assumptions
could be. The possibility that response eccentricity exerts its effect by
means other than changing the polarities of the left-right axis is also ren-
dered unconvincing by the lack of a better alternative mechanism. A final
possibility is that there are intrinsic differences between, on one side, the
mappings between lateral space and number or time, and on the other
side, the mappings between vertical space and valence or morality, but
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what the nature of these differences is remains unclear. Future research
will need to address whether it is necessary to distinguish two kinds of
conceptual congruency effects (those that arise as a result of polarity cor-
respondence, and those that do not), or whether it is better to dispose al-
together of the polarity correspondence principle in the interpretation of
conceptual congruency effects and look for a more general underlying
mechanism of these effects.

8. Conclusions

All in all, present data let us conclude that the explicit prediction of
the polarity correspondence view that the left-right space-number
(SNARC) and space-time congruency effects should bemodulated by re-
sponse eccentricity in the same way as it modulates the orthogonal
Simon effect does not hold. If there is any modulation at all of these ef-
fects due to response eccentricity, it is likely to be negligible. This sug-
gests that the conceptual congruency effects between space and
number or time do not arise as a result of polarity correspondence.
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Appendix A

Table 1
Cell means in the design of Experiment 1. Latencies are shown inmilliseconds. Accuracy is
shown within brackets.
Keyboard location
Vertical location
 Response
 Left
 Centre
 Right
Up
 Left
 423
 (0.99)
 420
 (0.99)
 431
 (0.99)

Right
 504
 (0.97)
 473
 (0.97)
 421
 (0.99)
Down
 Left
 490
 (0.93)
 474
 (0.95)
 436
 (0.98)

Right
 415
 (1.00)
 409
 (0.99)
 439
 (0.98)
Table 2
Results of theANOVA on the latencymeasure in Experiment 1. * means p b .05; ** means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 2.00
 0.161

Error
 14

Keyboard location
 2
 6.81
 0.004
 **

Keyboard location × Counterbalance
 6
 0.51
 0.797

Error
 28

Vertical location
 1
 0.04
 0.844

Vertical location × Counterbalance
 3
 0.66
 0.592

Error
 14

Response
 1
 0.40
 0.538

Response × Counterbalance
 3
 0.49
 0.695

Error
 14

Keyboard location × Vertical location
 2
 5.56
 0.009
 **

Keyboard location × Vertical location × Counterbalance
 6
 2.77
 0.030
 **

Error
 28

Keyboard location × Response
 2
 0.50
 0.611

Keyboard location × Response × Counterbalance
 6
 0.91
 0.505

Error
 28
able 2 (continued)
Effect
 deg
 F
 p
Vertical location × Response
 1
 11.05
 0.005
 **

Vertical location × Response × Counterbalance
 3
 1.25
 0.328

Error
 14

Keyboard location × Vertical location × Response
 2
 25.73
 0.000
 **

Keyboard location × Vertical location × Response ×
Counterbalance
6
 2.81
 0.029
 **
Error
 28
Table 3
Results of the ANOVA on the accuracymeasure in Experiment 1. * means p b .05; **means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 0.62
 0.615

Error
 14

Keyboard location
 2
 3.88
 0.033
 *

Keyboard location × Counterbalance
 6
 0.95
 0.475

Error
 28

Vertical location
 1
 14.38
 0.002
 **

Vertical location × Counterbalance
 3
 0.60
 0.627

Error
 14

Response
 1
 3.00
 0.105

Response × Counterbalance
 3
 0.19
 0.901

Error
 14

Keyboard location × Vertical location
 2
 0.94
 0.404

Keyboard location × Vertical location × Counterbalance
 6
 1.82
 0.132

Error
 28

Keyboard location × Response
 2
 2.80
 0.078

Keyboard location × Response × Counterbalance
 6
 0.63
 0.702

Error
 28

Vertical location × Response
 1
 7.85
 0.014
 *

Vertical location × Response × Counterbalance
 3
 0.04
 0.990

Error
 14

Keyboard location × Vertical location × Response
 2
 9.04
 0.001
 **

Keyboard location × Vertical location × Response ×
Counterbalance
6
 0.54
 0.777
Error
 28
Table 4
Cellmeans in the design of Experiment 2. Latencies are shown inmilliseconds. Accuracy is
shown within brackets.
Keyboard location
Parity
 Magnitude
 Response
 Left
 Centre
 Right
Even
 Smaller than 5
 Left
 554
 (0.97)
 556
 (0.98)
 545
 (0.96)

Right
 551
 (0.94)
 544
 (0.97)
 556
 (0.97)
Larger than 5
 Left
 597
 (0.95)
 567
 (0.96)
 595
 (0.95)

Right
 568
 (0.96)
 538
 (0.97)
 561
 (0.96)
Odd
 Smaller than 5
 Left
 574
 (0.96)
 574
 (0.95)
 593
 (0.94)

Right
 574
 (0.96)
 580
 (0.94)
 579
 (0.94)
Larger than 5
 Left
 589
 (0.94)
 575
 (0.96)
 579
 (0.95)

Right
 567
 (0.96)
 560
 (0.95)
 566
 (0.96)
Table 5
Results of the ANOVA on the latencymeasure in Experiment 2. * means p b .05; ** means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 1.60
 0.228

Error
 16

Keyboard location
 2
 1.77
 0.187
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able 5 (continued)
Effect
 deg
 F
 p
Keyboard location × Counterbalance
 6
 3.96
 0.004
 **

Error
 32

Parity
 1
 13.52
 0.002
 **

Parity × Counterbalance
 3
 0.30
 0.827

Error
 16

Magnitude
 1
 2.87
 0.110

Magnitude × Counterbalance
 3
 0.23
 0.873

Error
 16

Response
 1
 9.30
 0.008
 **

Response × Counterbalance
 3
 2.17
 0.131

Error
 16

Keyboard location × Parity
 2
 1.41
 0.259

Keyboard location × Parity × Counterbalance
 6
 1.33
 0.275

Error
 32

Keyboard location × Magnitude
 2
 1.67
 0.205

Keyboard location × Magnitude × Counterbalance
 6
 1.17
 0.345

Error
 32

Parity × Magnitude
 1
 3.04
 0.100

Parity × Magnitude × Counterbalance
 3
 0.16
 0.921

Error
 16

Keyboard location × Response
 2
 0.18
 0.837

Keyboard location × Response × Counterbalance
 6
 1.04
 0.418

Error
 32

Parity × Response
 1
 0.10
 0.753

Parity × Response × Counterbalance
 3
 0.23
 0.875

Error
 16

Magnitude × Response
 1
 8.12
 0.012
 *

Magnitude × Response × Counterbalance
 3
 0.22
 0.881

Error
 16

Keyboard location × Parity × Magnitude
 2
 0.64
 0.533

Keyboard location × Parity × Magnitude ×
Counterbalance
6
 0.79
 0.582
Error
 32

Keyboard location × Parity × Response
 2
 0.41
 0.670

Keyboard location × Parity × Response × Counterbalance
 6
 0.47
 0.824

Error
 32

Keyboard location × Magnitude × Response
 2
 0.01
 0.986

Keyboard location × Magnitude × Response ×
Counterbalance
6
 0.97
 0.459
Error
 32

Parity × Magnitude × Response
 1
 0.31
 0.583

Parity × Magnitude × Response × Counterbalance
 3
 0.98
 0.428

Error
 16

Keyboard location × Parity × Magnitude × Response
 2
 0.75
 0.479

Keyboard location × Parity × Magnitude × Response ×
Counterbalance
6
 2.66
 0.033
 *
Error
 32
Table 6
Results of the ANOVA on the accuracymeasure in Experiment 2. * means p b .05; **means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 0.52
 0.672

Error
 16

Keyboard location
 2
 0.64
 0.536

Keyboard location × Counterbalance
 6
 1.52
 0.205

Error
 32

Parity
 1
 9.50
 0.007
 **

Parity × Counterbalance
 3
 1.87
 0.175

Error
 16

Magnitude
 1
 0.06
 0.804

Magnitude × Counterbalance
 3
 0.56
 0.648

Error
 16

Response
 1
 0.23
 0.638

Response × Counterbalance
 3
 1.34
 0.296

Error
 16

Keyboard location × Parity
 2
 0.93
 0.405

Keyboard location × Parity × Counterbalance
 6
 1.55
 0.193

Error
 32

Keyboard location × Magnitude
 2
 0.37
 0.692

Keyboard location × Magnitude × Counterbalance
 6
 0.97
 0.461
able 6 (continued)
Effect
 deg
 F
 p
Error
 32

Parity × Magnitude
 1
 0.21
 0.651

Parity × Magnitude × Counterbalance
 3
 0.72
 0.552

Error
 16

Keyboard location × Response
 2
 0.31
 0.737

Keyboard location × Response × Counterbalance
 6
 1.45
 0.227

Error
 32

Parity × Response
 1
 0.01
 0.942

Parity × Response × Counterbalance
 3
 0.71
 0.559

Error
 16

Magnitude × Response
 1
 0.86
 0.369

Magnitude × Response × Counterbalance
 3
 1.16
 0.355

Error
 16

Keyboard location × Parity × Magnitude
 2
 0.83
 0.445

Keyboard location × Parity × Magnitude × Counterbalance
 6
 1.03
 0.422

Error
 32

Keyboard location × Parity × Response
 2
 0.79
 0.462

Keyboard location × Parity × Response × Counterbalance
 6
 3.28
 0.012
 *

Error
 32

Keyboard location × Magnitude × Response
 2
 0.87
 0.427

Keyboard location × Magnitude × Response ×
Counterbalance
6
 0.30
 0.932
Error
 32

Parity × Magnitude × Response
 1
 0.19
 0.669

Parity × Magnitude × Response × Counterbalance
 3
 0.90
 0.463

Error
 16

Keyboard location × Parity × Magnitude × Response
 2
 0.35
 0.710

Keyboard location × Parity × Magnitude × Response ×
Counterbalance
6
 0.83
 0.559
Error
 32
Table 7
Cellmeans in the design of Experiment 3. Latencies are shown inmilliseconds. Accuracy is
shown within brackets.
Keyboard location
Parity
 Magnitude
 Response
 Left
 Centre
 Right
Even
 Smaller than 5
 Left
 543
 (0.95)
 550
 (0.95)
 549
 (0.96)

Right
 562
 (0.93)
 552
 (0.97)
 581
 (0.97)
Larger than 5
 Left
 560
 (0.93)
 565
 (0.93)
 567
 (0.95)

Right
 549
 (0.96)
 522
 (0.98)
 539
 (0.97)
Odd
 Smaller than 5
 Left
 545
 (1.00)
 541
 (1.00)
 537
 (1.00)

Right
 546
 (0.97)
 532
 (0.95)
 555
 (0.99)
Larger than 5
 Left
 558
 (0.96)
 545
 (0.97)
 545
 (0.98)

Right
 516
 (0.98)
 515
 (0.98)
 519
 (0.99)
Table 8
Results of the ANOVA on the latencymeasure in Experiment 3. * means p b .05; ** means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 1.63
 0.222

Error
 16

Keyboard location
 2
 0.72
 0.494

Keyboard location × Counterbalance
 6
 1.19
 0.339

Error
 32

Parity
 1
 20.34
 0.000
 **

Parity × Counterbalance
 3
 0.40
 0.752

Error
 16

Magnitude
 1
 3.24
 0.091

Magnitude × Counterbalance
 3
 2.47
 0.100

Error
 16

Response
 1
 2.38
 0.142

Response × Counterbalance
 3
 1.08
 0.384

Error
 16

Keyboard location × Parity
 2
 0.68
 0.515

Keyboard location × Parity × Counterbalance
 6
 1.46
 0.2231
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able 8 (continued)
Effect
 deg
 F
 p
Error
 32

Keyboard location × Magnitude
 2
 0.95
 0.397

Keyboard location × Magnitude × Counterbalance
 6
 0.79
 0.588

Error
 32

Parity × Magnitude
 1
 0.22
 0.649

Parity × Magnitude × Counterbalance
 3
 0.72
 0.554

Error
 16

Keyboard location × Response
 2
 2.56
 0.093

Keyboard location × Response × Counterbalance
 6
 0.87
 0.526

Error
 32

Parity × Response
 1
 1.72
 0.208

Parity × Response × Counterbalance
 3
 1.00
 0.420

Error
 16

Magnitude × Response
 1
 6.55
 0.021
 *

Magnitude × Response × Counterbalance
 3
 1.79
 0.190

Error
 16

Keyboard location × Parity × Magnitude
 2
 0.20
 0.817

Keyboard location × Parity × Magnitude ×
Counterbalance
6
 0.72
 0.637
Error
 32

Keyboard location × Parity × Response
 2
 1.06
 0.357

Keyboard location × Parity × Response ×
Counterbalance
6
 0.73
 0.631
Error
 32

Keyboard location × Magnitude × Response
 2
 0.21
 0.815

Keyboard location × Magnitude × Response ×
Counterbalance
6
 1.33
 0.271
Error
 32

Parity × Magnitude × Response
 1
 0.93
 0.350

Parity × Magnitude × Response × Counterbalance
 3
 1.74
 0.200

Error
 16

Keyboard location × Parity × Magnitude × Response
 2
 0.71
 0.501

Keyboard location × Parity × Magnitude × Response ×
Counterbalance
6
 1.97
 0.100
Error
 32
Table 9
Results of the ANOVA on the accuracymeasure in Experiment 3. * means p b .05; **means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 0.71
 0.558

Error
 16

Keyboard location
 2
 3.12
 0.058

Keyboard location × Counterbalance
 6
 0.57
 0.754

Error
 32

Parity
 1
 10.15
 0.006
 **

Parity × Counterbalance
 3
 0.05
 0.985

Error
 16

Magnitude
 1
 0.23
 0.640

Magnitude × Counterbalance
 3
 0.09
 0.962

Error
 16

Response
 1
 1.69
 0.212

Response × Counterbalance
 3
 1.12
 0.371

Error
 16

Keyboard location × Parity
 2
 2.62
 0.088

Keyboard location × Parity × Counterbalance
 6
 1.54
 0.196

Error
 32

Keyboard location × Magnitude
 2
 0.71
 0.499

Keyboard location × Magnitude × Counterbalance
 6
 1.12
 0.375

Error
 32

Parity × Magnitude
 1
 0.30
 0.590

Parity × Magnitude × Counterbalance
 3
 1.96
 0.161

Error
 16

Keyboard location × Response
 2
 0.36
 0.701

Keyboard location × Response × Counterbalance
 6
 1.19
 0.334

Error
 32

Parity × Response
 1
 7.32
 0.016
 *

Parity × Response × Counterbalance
 3
 0.58
 0.636

Error
 16

Magnitude × Response
 1
 4.04
 0.062

Magnitude × Response × Counterbalance
 3
 1.27
 0.319

Error
 16

Keyboard location × Parity × Magnitude
 2
 0.88
 0.423
able 9 (continued)
Effect
 deg
 F
 p
Keyboard location × Parity × Magnitude ×
Counterbalance
6
 1.74
 0.144
Error
 32

Keyboard location × Parity × Response
 2
 2.10
 0.139

Keyboard location × Parity × Response × Counterbalance
 6
 0.33
 0.915

Error
 32

Keyboard location × Magnitude × Response
 2
 1.91
 0.164

Keyboard location × Magnitude × Response ×
Counterbalance
6
 0.70
 0.655
Error
 32

Parity × Magnitude × Response
 1
 0.00
 1.000

Parity × Magnitude × Response × Counterbalance
 3
 0.26
 0.850

Error
 16

Keyboard location × Parity × Magnitude × Response
 2
 0.37
 0.693

Keyboard location × Parity × Magnitude × Response ×
Counterbalance
6
 1.01
 0.434
Error
 32
Table 10
Cellmeans in the design of Experiment 4. Latencies are shown inmilliseconds. Accuracy is
shown within brackets.
Keyboard location
Time
 Response
 Left
 Centre
 Right
Past
 Left
 660
 (0.97)
 649
 (0.97)
 670
 (0.96)

Right
 697
 (0.96)
 694
 (0.95)
 736
 (0.95)
Future
 Left
 685
 (0.95)
 672
 (0.94)
 699
 (0.95)

Right
 648
 (0.96)
 644
 (0.96)
 651
 (0.96)
Table 11
Results of the ANOVA on the latencymeasure in Experiment 4. * means p b .05; ** means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 3.07
 0.058

Error
 16

Keyboard location
 2
 4.26
 0.023
 *

Keyboard location × Counterbalance
 6
 4.15
 0.003
 **

Error
 32

Time
 1
 5.58
 0.031
 *

Time × Counterbalance
 3
 0.48
 0.704

Error
 16

Response
 1
 0.45
 0.510

Response × Counterbalance
 3
 0.37
 0.778

Error
 16

Keyboard location × Time
 2
 0.66
 0.525

Keyboard location × Time × Counterbalance
 6
 1.24
 0.312

Error
 32

Keyboard location × Response
 2
 0.35
 0.704

Keyboard location × Response × Counterbalance
 6
 0.45
 0.840

Error
 32

Time × Response
 1
 7.37
 0.015
 *

Time × Response × Counterbalance
 3
 1.39
 0.283

Error
 16

Keyboard location × Time × Response
 2
 1.17
 0.323

Keyboard location × Time × Response × Counterbalance
 6
 1.45
 0.226

Error
 32
Table 12
Results of the ANOVA on the accuracymeasure in Experiment 4. * means p b .05; **means
p b .01.
Effect
 deg
 F
 p
Counterbalance
 3
 1.00
 0.417

Error
 16

Keyboard location
 2
 0.99
 0.382

Keyboard location × Counterbalance
 6
 2.22
 0.067

Error
 32
(continued on next page)
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able 12 (continued)
Effect
 deg
 F
 p
Time
 1
 1.09
 0.311

Time × Counterbalance
 3
 2.55
 0.092

Error
 16

Response
 1
 0.02
 0.894

Response × Counterbalance
 3
 2.10
 0.141

Error
 16

Keyboard location × Time
 2
 0.31
 0.733

Keyboard location × Time × Counterbalance
 6
 0.86
 0.537

Error
 32

Keyboard location × Response
 2
 0.35
 0.711

Keyboard location × Response × Counterbalance
 6
 1.41
 0.243

Error
 32

Time × Response
 1
 2.48
 0.135

Time × Response × Counterbalance
 3
 0.85
 0.487

Error
 16

Keyboard location × Time × Response
 2
 0.33
 0.722

Keyboard location × Time × Response × Counterbalance
 6
 1.18
 0.342

Error
 32
References

Bächtold, D., Baumüller, M., & Brugger, P. (1998). Stimulus-response compatibility in rep-
resentational space. Neuropsychologia, 36(8), 731–735.

Banks, W.P., Clark, H.H., & Lucy, P. (1975). The locus of the semantic congruity effect in
comparative judgments. Journal of Experimental Psychology: Human Perception and
Performance, 104, 35–47.

Bonato, M., Zorzi, M., & Umiltà, C. (2012). When time is space: evidence for a mental time
line. Neuroscience & Biobehavioral Reviews, 36, 2257–2273.

Bond, C.F., Jr., Wiitala,W.L., & Richard, F.D. (2003). Meta-analysis of rawmean differences.
Psychological Methods, 8, 406–418.

Boroditsky, L. (2000). Metaphoric structuring: understanding time through spatial meta-
phors. Cognition, 75(1), 1–28.

Chiao, J.Y., Bordeaux, A.R., & Ambady, N. (2004). Mental representations of social status.
Cognition, 93(2), B49–B57. http://dx.doi.org/10.1016/j.cognition.2003.07.008.

Cho, Y.S., & Proctor, R.W. (2003). Stimulus and response representations underlying or-
thogonal stimulus-response compatibility effects. Psychonomic Bulletin & Review, 10
(1), 45–73.

Cho, Y.S., Proctor, R.W., & Yamaguchi, M. (2008). Influences of response position and hand
posture on the orthogonal Simon effect. Quarterly Journal of Experimental Psychology,
61(7), 1020–1035. http://dx.doi.org/10.1080/17470210701467979.

Clark, H.H. (1969). Linguistic processes in deductive reasoning. Psychological Review, 76
(4), 387–404. http://dx.doi.org/10.1037/h0027578.

Clark, H.H. (1973). Space, time, semantics and the child. In T.E. Moore (Ed.), Cognitive de-
velopment and the acquisition of language (pp. 27–63). New York, NY: Academic Press.

Cousineau, D. (2005). Confidence intervals in within-subject designs: A simpler solution
to Loftus and Masson’s method. Tutorial in Quantitative Methods for Psychology, 1
(1), 42–45.

Crawford, L.E., Margolies, S.M., Drake, J.T., &Murphy,M.E. (2006). Affect biasesmemory of
location: Evidence for the spatial representation of affect. Cognition and Emotion, 20,
1153–1169. http://dx.doi.org/10.1080/02699930500347794.

Dehaene, S. (1997). The number sense: How the mind creates mathematics. USA: Oxford
University Press.

Dehaene, S., Bossini, S., & Giraux, P. (1993). Themental representation of parity and num-
ber magnitude. Journal of Experimental Psychology: General, 122(3), 371–396. http://
dx.doi.org/10.1037/0096-3445.122.3.371.

de la Vega, I., Dudschig, C., De Filippis, M., Lachmair, M., & Kaup, B. (2013). Keep your
hands crossed: The valence-by-left/right interaction is related to hand, not side, in
an incongruent hand–response key assignment. Acta Psychologica, 142, 273–277.
http://dx.doi.org/10.1016/j.actpsy.2012.12.011.

Dove, G.O. (2009). Beyond perceptual symbols: a call for representational pluralism.
Cognition, 110, 412–431. http://dx.doi.org/10.1016/j.cognition.2008.11.016.

Eder, A.B., & Rothermund, K. (2008). When do motor behaviors (mis)match affective
stimuli? An evaluative coding view of approach and avoidance reactions. Journal of
Experimental Psychology: General, 137, 262–281. http://dx.doi.org/10.1037/0096-
3445.137.2.262.

Fischer, M.H., Castel, A.D., Dodd, M.D., & Pratt, J. (2003). Perceiving numbers causes spatial
shifts of attention. Nature Neuroscience, 6(6), 555–556. http://dx.doi.org/10.1038/
nn1066.

Fischer, M.H., Mills, R. A., & Shaki, S. (2010). How to cook a SNARC: Number placement in
text rapidly changes spatial-numerical associations. Brain and Cognition, 72(3),
333–336. http://dx.doi.org/10.1016/j.bandc.2009.10.010.

Eikmeier, V., Schröter, H., Maienborn, C., Alex-Ruf, S., & Ulrich, R. (2013s). Dimensional
overlap between time and space. Psychonomic Bulletin & Review. http://dx.doi.org/
10.3758/s13423-013-0431-2 (in press).

Fuhrman, O., & Boroditsky, L. (2010). Cross-cultural differences in mental representations
of time: Evidence from an implicit nonlinguistic task. Cognitive Science, 34(8),
1430–1451. http://dx.doi.org/10.1111/j.1551-6709.2010.01105.x.
Gevers, W., & Lammertyn, J. (2005). The hunt for SNARC. Psychology Science, 47(1),
10–21.

Gevers, W., Verguts, T., Reynvoet, B., Caessens, B., & Fias, W. (2006). Numbers and
space: a computational model of the SNARC effect. Journal of Experimental
Psychology: Human Perception and Performance, 32(1), 32–44. http://dx.doi.org/
10.1037/0096-1523.32.1.32.

Giessner, S.R., & Schubert, T.W. (2007). High in the hierarchy: How vertical location and
judgments of leaders’ power are interrelated. Organizational Behavior and Human
Decision Processes, 104(1), 30–44. http://dx.doi.org/10.1016/j.obhdp.2006.10.001.

Gozli, D.G., Chasteen, A.L., & Pratt, J. (2013). The cost and benefit of implicit spatial cues for
visual attention. Journal of Experimental Psychology: General, 142(4), 1028–1046.
http://dx.doi.org/10.1037/a0030362.

Greenberg, J.H. (1963). Some universals of grammar with particular reference to the order of
meaningful elements. Universals of languageVol. 2. (pp. 73–113). MIT Press, 73–113.

Hines, T.M. (1990). An odd effect: Lengthened reaction times for judg- ments about odd
digits. Memory & Cognition, 18, 40–46. http://dx.doi.org/10.3758/BF03202644.

Hutchinson, S., & Louwerse, M.M. (2014). Language statistics explain the spatial-
numerical association of response codes. Psychonomic Bulletin & Review, 21(2),
470–478. http://dx.doi.org/10.3758/s13423-013-0492-2.

Ito, Y., & Hatta, T. (2004). Spatial structure of quantitative representation of numbers: ev-
idence from the SNARC effect. Memory & Cognition, 32(4), 662–673.

Kemmerer, D. (2005). The spatial and temporal meanings of English prepositions can be
independently impaired. Neuropsychologia, 44, 1607–1621. http://dx.doi.org/10.
1016/j.neuropsychologia.2006.01.025.

Kranjec, A., & Chatterjee, A. (2010). Are temporal concepts embodied? A challenge for
cognitive neuroscience. Frontiers in Psychology, 1, 240. http://dx.doi.org/10.3389/
fpsyg.2010.00240.

Lakens, D. (2011). High skies and oceans deep: Polarity benefits or mental simulation?
Frontiers in Psychology, 2(21), 1–2. http://dx.doi.org/10.3389/fpsyg.2011.00021.

Lakens, D. (2012). Polarity correspondence in metaphor congruency effects: Structural
overlap predicts categorization times for bipolar concepts presented in vertical
space. Journal of Experimental Psychology Learning Memory and Cognition, 38(3),
726–736. http://dx.doi.org/10.1037/a0024955.

Lakens, D. (2014). Grounding social embodiment. Social Cognition, 32, 115–129.
Lakoff, G., & Johnson, M. (1999). Philosophy in the flesh: The embodied mind and its chal-

lenge to Western thought. New York: Basic Books.
Louwerse, M. (2011). Stormy seas and cloudy skies: Conceptual processing is (still) lin-

guistic and perceptual. Frontiers in Psychology, 2(105), 1–4. http://dx.doi.org/10.
3389/fpsyg.2011.00105.

Lynott, D., & Coventry, K. (2014). On the ups and downs of emotion: Testing between
conceptual-metaphor and polarity accounts of emotional valence-spatial location in-
teractions. Psychonomic Bulletin & Review, 21(1), 218–226. http://dx.doi.org/10.3758/
s13423-013-0481-5.

Machery, E. (2009). Doing without concepts. Oxford: Oxford University Press.
Mahon, B.Z., & Caramazza, A. (2008). A critical look at the embodied cognition hypothesis

and a new proposal for grounding conceptual content. Journal of Physiology-Paris, 102,
59–70.

Mandler, J.M. (1992). How to build a baby: II. Conceptual primitives. Psychological Review,
99(4), 587–604.

Meier, B.P., Robinson, M.D., & Clore, G.L. (2004). Why good guys wear white. Psychological
Science, 15(2), 82–87.

Meier, B.P., Hauser, D.J., Robinson, M.D., Kelland Friesen, C., & Schjeldahl, K. (2007).
What’s “up” with God? Vertical space as a representation of the divine. Journal of
Personality and Social Psychology, 93, 699–710.

Nathan, M. Ben, Shaki, S., Salti, M., & Algom, D. (2009). Numbers and space: associations
and dissociations. Psychonomic Bulletin & Review, 16(3), 578–582. http://dx.doi.org/
10.3758/PBR.16.3.578.

Nuerk, H. -C., Iversen, W., & Willmes, K. (2004). Notational modulation of the SNARC and
the MARC (linguistic markedness of response codes) effect. The Quarterly Journal of
Experimental Psychology, 57A(5), 835–863.

Ouellet, M., Santiago, J., Israeli, Z., & Gabay, S. (2010). Is the future the right time?
Experimental Psychology, 57(4), 308–314. http://dx.doi.org/10.1027/1618-3169/
a000036.

Paivio, A. (1986). Mental representations: A dual coding approach. New York, NY: Oxford
University Press.

Proctor, R.W., & Cho, Y.S. (2003). Effects of response eccentricity and relative position on
orthogonal stimulus-response compatibility with joystick and keypress responses.
The Quarterly Journal of Experimental Psychology, 56A(2), 309–327.

Proctor, R.W., & Cho, Y.S. (2006). Polarity correspondence: A general principle for
performance of speeded binary classification tasks. Psychological Bulletin, 132
(3), 416–442.

Santens, S., & Gevers, W. (2008). The SNARC effect does not imply a mental number line.
Cognition, 108(1), 263–270.

Santiago, J., Lupiáñez, J., Pérez, E., & Funes, M.J. (2007). Time (also) flies from left to right.
Psychonomic Bulletin & Review, 14(3), 512–516.

Santiago, J., Ouellet, M., Román, A., & Valenzuela, J. (2012). Attentional factors in concep-
tual congruency. Cognitive Science, 36(6), 1051–1077.

Santiago, J., Román, A., & Ouellet, M. (2011). Flexible foundations of abstract thought: A
review and a theory. In A. Maass, & T.W. Schubert (Eds.), Spatial dimensions of social
thought (pp. 41–110). Berlin: Mouton de Gruyter.

Santiago, J., Román, A., Ouellet, M., Rodríguez, N., & Pérez-Azor, P. (2010). In hindsight, life
flows from left to right. Psychological Research, 74(1), 59–70. http://dx.doi.org/10.
1007/s00426-008-0220-0.

Schubert, T.W. (2005). Your highness: Vertical positions as perceptual symbols of power.
Journal of Personality and Social Psychology, 89, 1–21. http://dx.doi.org/10.1037/0022-
3514.89.1.1.

http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0005
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0005
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0010
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0010
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0010
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0015
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0015
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0020
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0020
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0025
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0025
http://dx.doi.org/10.1016/j.cognition.2003.07.008
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0035
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0035
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0035
http://dx.doi.org/10.1080/17470210701467979
http://dx.doi.org/10.1037/h0027578
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0050
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0050
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0055
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0055
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0055
http://dx.doi.org/10.1080/02699930500347794
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0065
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0065
http://dx.doi.org/10.1037/0096-3445.122.3.371
http://dx.doi.org/10.1016/j.actpsy.2012.12.011
http://dx.doi.org/10.1016/j.cognition.2008.11.016
http://dx.doi.org/10.1037/0096-3445.137.2.262
http://dx.doi.org/10.1037/0096-3445.137.2.262
http://dx.doi.org/10.1038/nn1066
http://dx.doi.org/10.1038/nn1066
http://dx.doi.org/10.1016/j.bandc.2009.10.010
http://dx.doi.org/10.3758/s13423-013-0431-2
http://dx.doi.org/10.1111/j.1551-6709.2010.01105.x
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0110
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0110
http://dx.doi.org/10.1037/0096-1523.32.1.32
http://dx.doi.org/10.1016/j.obhdp.2006.10.001
http://dx.doi.org/10.1037/a0030362
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0130
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0130
http://dx.doi.org/10.3758/BF03202644
http://dx.doi.org/10.3758/s13423-013-0492-2
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0145
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0145
http://dx.doi.org/10.1016/j.neuropsychologia.2006.01.025
http://dx.doi.org/10.1016/j.neuropsychologia.2006.01.025
http://dx.doi.org/10.3389/fpsyg.2010.00240
http://dx.doi.org/10.3389/fpsyg.2010.00240
http://dx.doi.org/10.3389/fpsyg.2011.00021
http://dx.doi.org/10.1037/a0024955
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0170
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0180
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0180
http://dx.doi.org/10.3389/fpsyg.2011.00105
http://dx.doi.org/10.3389/fpsyg.2011.00105
http://dx.doi.org/10.3758/s13423-013-0481-5
http://dx.doi.org/10.3758/s13423-013-0481-5
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0195
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0200
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0200
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0200
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0205
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0205
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0210
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0210
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0215
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0215
http://dx.doi.org/10.3758/PBR.16.3.578
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0225
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0225
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0225
http://dx.doi.org/10.1027/1618-3169/a000036
http://dx.doi.org/10.1027/1618-3169/a000036
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0235
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0235
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0240
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0240
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0240
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0245
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0245
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0245
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0250
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0250
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0255
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0255
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0260
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0260
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0265
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0265
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0265
http://dx.doi.org/10.1007/s00426-008-0220-0
http://dx.doi.org/10.1007/s00426-008-0220-0
http://dx.doi.org/10.1037/0022-3514.89.1.1
http://dx.doi.org/10.1037/0022-3514.89.1.1


191J. Santiago, D. Lakens / Acta Psychologica 156 (2015) 179–191
Seymour, P.H.K. (1971). Perceptual and judgmental bias in classification of word–shape
displays. Acta Psychologica, 35, 461–477. http://dx.doi.org/10.1016/0001-6918(71)
90004-7.

Seymour, P.H.K. (1974). Asymmetries in judgments of verticality. Journal of Experimental
Psychology, 102, 447–455. http://dx.doi.org/10.1037/h0035865.

Shaki, S., Petrusic, W.M., & Leth-Steensen, C. (2012). SNARC effects with numerical and
non-numerical symbolic comparative judgments: Instructional and cultural depen-
dencies. Journal of Experimental Psychology: Human Perception and Performance, 38
(2), 515–530.

Slepian, M.L., Weisbuch, M., Rule, N.O., & Ambady, N. (2011). Tough and tender: Embod-
ied categorization of gender. Psychological Science, 22(1), 26–28.

Smithson, M. (2001). Correct confidence intervals for various regression effect sizes and
parameters: The importance of noncentral distributions in computing intervals.
Educational And Psychological Measurement, 61(4), 605–632. http://dx.doi.org/10.
1177/00131640121971392.

Sorokowski, P. (2010). Politicians’ estimated height as an indicator of their popularity.
European Journal of Social Psychology, 40(7), 1302–1309.

Tversky, B., Kugelmass, S., & Winter, A. (1991). Cross-cultural and developmental trends
in graphic productions. Cognitive Psychology, 23, 515–557.

Ulrich, R., & Maienborn, C. (2010). Left-right coding of past and future in language: The
mental timeline during sentence processing. Cognition, 117(2), 126–138.
Ulrich, R., Eikmeier, V., De la Vega, I., Ruiz Fernández, S., Alex-Ruf, S., & Maienborn, C.
(2012). With the past behind and the future ahead: Back-to-front representation of
past and future sentences. Memory & Cognition, 40(3), 483–495.

Vallesi, A., Binns, M.A., & Shallice, T. (2008). An effect of spatial–temporal association of
response codes: Understanding the cognitive representations of time. Cognition,
107, 501–527. http://dx.doi.org/10.1016/j.cognition.2007.10.011.

Van Dantzig, S., & Pecher, D. (2011). Spatial attention is driven by mental simulations.
Frontiers in Psychology, 2(40). http://dx.doi.org/10.3389/fpsyg.2011.00040.

Walsh, V. (2003). A theory of magnitude: common cortical metrics of time, space and
quantity. Trends in Cognitive Sciences, 7, 483–488.

Weeks, D.J., & Proctor, R.W. (1990). Salient-features coding in the translation between or-
thogonal stimulus and response dimensions. Journal of Experimental Psychology:
General, 19, 355–366.

Weeks, D.J., Proctor, R.W., & Beyak, B. (1995). Stimulus-response compatibility for verti-
cally oriented stimuli and horizontally oriented responses: Evidence for spatial cod-
ing. Quarterly Journal of Experimental Psychology, 48A(2), 367–383.

Weger, U., & Pratt, J. (2008). Time flies like an arrow: Space-time compatibility effects
suggest the use of a mental time-line. Psychonomic Bulletin & Review, 15, 426–430.

Wood, G., Willmes, K., Nuerk, H. -C., & Fischer, M.H. (2008). On the cognitive link between
space and number: A meta-analysis of the SNARC effect. Psychology Science Quarterly,
50(4), 489–525.

http://dx.doi.org/10.1016/0001-6918(71)90004-7
http://dx.doi.org/10.1016/0001-6918(71)90004-7
http://dx.doi.org/10.1037/h0035865
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0290
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0290
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0290
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0290
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0295
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0295
http://dx.doi.org/10.1177/00131640121971392
http://dx.doi.org/10.1177/00131640121971392
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0305
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0305
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0310
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0310
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0315
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0315
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0320
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0320
http://dx.doi.org/10.1016/j.cognition.2007.10.011
http://dx.doi.org/10.3389/fpsyg.2011.00040
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0335
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0335
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0340
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0340
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0340
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0345
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0345
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0345
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0350
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0350
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0355
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0355
http://refhub.elsevier.com/S0001-6918(14)00263-7/rf0355

	Can conceptual congruency effects between number, time, and space be accounted for by polarity correspondence?
	1. Introduction
	1.1. Polarity correspondence
	1.2. Applying polarity correspondence to concrete–abstract congruency
	1.3. The problem of the interpretation of main effects
	1.4. Rationale of the present research

	2. Experiment 1
	2.1. Method
	2.1.1. Participants
	2.1.2. Materials and procedure
	2.1.3. Design and analysis

	2.2. Results
	2.3. Discussion

	3. Experiment 2
	3.1. Method
	3.1.1. Participants
	3.1.2. Materials and procedure
	3.1.3. Design and analysis

	3.2. Results
	3.3. Discussion

	4. Experiment 3
	4.1. Method
	4.1.1. Participants
	4.1.2. Materials and procedure
	4.1.3. Design and analysis

	4.2. Results
	4.3. Discussion

	5. Experiment 4
	5.1. Method
	5.1.1. Participants
	5.1.2. Materials and procedure
	5.1.3. Design and analysis

	5.2. Results
	5.3. Discussion

	6. Additional analyses
	7. General discussion
	8. Conclusions
	Acknowledgements
	Appendix A
	References


